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SRAM Resilience
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Errors under consideration
Soft errors: Qcrit

Noise: VSVNM

Read errors: tread_delay

Write voltage errors: Vmin_Swing

Behaviour of critical parameters for potential failure
Technology nodes 20nm…7nm (FinFET’s PTM models)
6T SRAM cell, 8T SRAM cell
Process parameter variations

− Mask offsets (channel length, Fin thickness, Fin height) 

− Film thickness variations (Oxide thickness)

− Line edge roughness (channel length, Fin thickness)

− Random Dopant Fluctuations (threshold voltage)

− Metal Gate granularity (Gate work function)

Resilience robustness via Monte Carlo Simulations
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Static Voltage Noise Margin Behavior

SRAM Cell can flip if noise Vnoise is larger than VSVNM
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Qcrit Behavior
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SRAM Cell can flip if injected charge Q by particle hit is larger than Qcrit
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Read Failure Model

The read time tread is smaller than te read delay tread_delay
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Write Voltage Failure Model

Voltage Swing Vs during a write cycle is not high enough, i.e. Vs < Vmin_Swing
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DRAM Chip Failures
Analysis of dozens high-performance computing clusters (300 terabyte-years of 
DRAM usage)

System failures: not software problems, but more than 60% of machine outage 
results from hardware issues
Most common hardware problem was faulty DRAM

Two error types
soft errors
“hard” errors

Prevailing wisdom
soft errors are much more common
than “hard” errors

IEEE Spectrum Nov. 2015
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Advanced MPSoC in Mobile Application
3D-Integration of baseband processing, accelerators, CPUs, GPUs and DRAM
Memory bandwidth/energy bottleneck ⇒ Wide I/O DRAM
WIOMING 3D Magali (LETI): 65nm, 72mm2, 1250 TSV, heaters/sensors

Wide I/O DRAM (50nm):
512 I/Os, 1Gb, 4 Channels,
SDR@200MHz, 12.8 GBps,

WIDE I/O Memory

MPSoC

Package
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DRAM Refresh/Temperature Challenge
Refresh mandatory to restore values
Exponential temperature/leakage current behavior ⇒ shorter refresh periods
Energy increase and performance loss
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Refresh Performance Impact

J. Liu, et al. RAIDR: Retention-Aware Intelligent DRAM Refresh, ISCA 2012

I. Bhati, et al. DRAM Refresh Mechanisms, Trade-offs and Penalties, IEEE Trans. 2015
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Measurements on the WIOMING 
Different refresh periods
Test a: Disable refresh for 1s
Test b: 128ms – 202ms
Different temperatures
80°C – 104°C
Different data patterns
0xFF…FF, 0xAA…AA, 0x55..55, random

3D-DRAM Retention Error Model

Test

Test
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3D-DRAM Retention Error Model

Unique 
bit error
at 90°C

Observation I: Variable Retention Times (VRT)
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3D-DRAM Retention Error Model

Observation II: Data Pattern Dependency (DPD)
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3D-DRAM Retention Error Model

Retention 
Error Model

Calibration

from Measurements

Current

Temperature

DRAM

Commands

(e.g. tREFI)

# Retention

Errors

10
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Bit flips: only bit flips from 1 to 0 possible (No-Anticells)
Modelling of Data Pattern Dependency (DPD)
Modelling of Variable Retention Times (VRT)

Assumptions for retention errors in a single DRAM bank
Gaussian distributed (µ, σ) for each temperature value T and refresh time tREF

Retention errors uniformly distributed in a DRAM bank
DPD: x% (in our case ~10%) of errors assumed to be data dependent   
neighboring cells are considered ⇒ flip only if neighbor “1” ≤ 4 

3D-DRAM Retention Error Model
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Results

Comparison of Simulation and Measurements
Refresh Period 202ms, temperature of 90° C 
30x times
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System Behavior
& Retention Error 

Modeling

Cores:         DRAM:          

Power Analysis
DRAM:

Cores:
IPC based estimation

Thermal Analysis

Refresh vs. Errors vs. 
Power vs. Performance

Impact on the Application

Holistic Simulation Flow 3D MPSoC’s

5
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Cross Layer@Refresh Policy

Separation of DRAM Stack into unreliable and reliable regions
Unreliable region: bottom DRAM layer with disabled refresh
Reliable regions: higher DRAM layers with temperature aware refresh
Access unreliable region while reliable region is refreshed

Data lifetime < refresh period
Inherent error resilience

Three applications 
Baseband processing
Graph processing/Link assessment
Image processing

⇒ Saves up to 25% refresh power 
⇒ Increases bandwidth
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Simulation results
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Reverse Engineering of Wide I/0

Temperature Gradient of Channel 0 Bank0

Test procedure
Fill the DRAM Banks with ‘1’s
Heat it up on one side to get a temperature gradient in a single bank
Readout the DRAM content as bitmap
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DRAM Reverse Engineering 

Precise heating capability
Exploitation of retention errors

⇒ Reverse engineering of internal DRAM structures possible

Rowhammer attacks on DRAMs
Continuously activate/precharge/activate/precharge on a specific row flips bits in 
neighbouring rows
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DRAMMeasure
Precise control of temperature (heating and cooling) of DRAM SO-DIMMs

Measuring currents / power of DRAM SO-DIMMs

Can be applied to any DDR3/4 SO-DIMM based platform (FPGA, CPU …)

Measuring retention errors

16

SO-DIMM
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